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The Robo-Criminal
Nina Scholten*

How can robots be punished for criminal offenses to best protect the values 
of criminal law? This article analyzes the conditions of criminal liability 
and the possibilities of holding a robot criminally liable. It explores the ways 
punishment can be imposed on robots for committing a criminal offense in 
order to best protect the values of criminal law, and critically reflects on the 
results thereof. 

Robots are taking on a more important role in our society. In the 
coming years, self-driving cars will begin to take over our roads and 
the doctor performing surgery is increasingly less likely to be made 
out of flesh and blood. This increasing engagement of robots in our 
daily life brings about new questions, including many legal issues. 

In March 2018, one of Uber’s autonomous testing vehicles killed 
a pedestrian.1 Although this vehicle already runs on relatively 
intelligent algorithms, it had a difficult time identifying a woman 
on a bike and failed to break on time. In this situation, the system 
confused itself, which was the reason for the accident.2 Situations 
like this bring up important legal issues. Robots are getting more 
sophisticated and are no longer programmed to follow a certain 
set of rules. Instead, they are programmed with learning rules 
and adapt to environments in ways unpredictable to their original 
programmer. We are no longer able to know beforehand the exact 
ways in which a robot will act in a certain situation. And before 
writing this off as science fiction, such robots already exist. 

So what does happen if such a robot commits a criminal offense? 
Would it be possible to hold robots criminally liable? And if con-
victed, what punishment could we apply? 

Throughout the analysis in this article, it is important to be 
aware of The Android Fallacy: “the idea that robots are ‘just like 
people’ and that there is a meaningful difference between human-
oid and non-humanoid robots.”3 Just because robots can look like 
people, does not mean they should be treated different from other 
“machines.”4 To prevent falling into this fallacy and anthropomor-
phizing machines it is useful to think of a robot as, for example, a 
self-driving car. 



264 The Journal of Robotics, Artificial Intelligence & Law [2:263

How Is “Robot” Defined?

There are many ways in which people imagine a “robot.” Defin-
ing this concept is therefore important for the purpose of avoiding 
any confusion throughout this article. To draw a picture, consider 
the following scenario: 

A fully autonomous self-driving car with a person in the 
passenger seat is driving on a bridge. All of a sudden, a wire 
falls onto the bridge in front of the self-driving car. There are 
three things the car can decide to do: it can swerve into the 
oncoming traffic on the other lane, hitting a school bus full of 
children. Alternatively it can pull onto the sidewalk, hitting 
two elderly ladies. Finally, the car can decide to do nothing 
and as a result hit the wire, careen off the bridge and kill the 
passenger of the car, ultimately destroying the vehicle itself.

This scenario is an ethical thought experiment: the “trolley 
problem.” The car has to make a difficult decision. A programmer 
can input some general moral considerations or preferences, but 
he has not foreseen the specific situation and cannot predict the 
precise actions of the car. In a situation like the above, legal respon-
sibility is a difficult issue. Robots have become so autonomous that 
we are not able to just point a finger at the programmer anymore 
as the responsible party.5 There is no longer a causal link between 
the programmers or designers of the robot and the final effect.6

As is clear from the example, what is meant by robot is not 
“simple” electronic equipment. We are not talking about machines 
programmed to perform a certain defined thought process. We are 
not talking about robots directly controlled by operators, because 
in all such cases the robot will not be criminally liable. Instead, 
the operator or manufacturer will be. In this context, what we are 
talking about are smart robots, robots with learning capabilities—
machines that can think.7 This type of robot has the capability of 
changing algorithms informing its actions in response to interac-
tions with people or objects in its environment without immediate 
instructions to make those changes.8

In 1987, Roger Schank had already attempted to define artifi-
cial intelligence (“AI”). A general definition is difficult, because 
it depends on the specific type and goals of the AI in question. 
Therefore, Schank approached “an intelligent entity” as having 
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five attributes. The first is communication. The more intelligent 
the entity, the better people can communicate with it. The second 
attribute is mental (internal) knowledge, meaning an entity will 
have some knowledge about itself. It needs to know what it knows. 
Third is world (external) knowledge: an intelligent entity will be 
capable of learning—and will have knowledge about the outside 
world and can use that information. It has a memory and can use 
past experiences to guide it in new experiences. The fourth attribute 
is intentionality (goal-driven behavior), which refers to the action 
that an intelligent entity will take to achieve certain goals. Last is 
creativity, meaning that when an initial action fails, an intelligent 
entity should be creative enough to take alternate action.9

Professor Ryan Calo defines robots as machines capable of 
sensing their environment, processing the information they sense 
and acting directly upon their environment.10 Professor Jack Balkin 
expands the definition by also including unembodied robots—
artificial intelligence agents and machine learning algorithms. In 
the context of criminal law, since both embodied and unembodied 
robots can commit criminal offenses, it makes sense to include 
both in the definition.11 

Humans can play different roles in relation to robots and 
therefore bear different levels of responsibility. First there is the 
person, or persons, who created and trained the algorithms and 
built the physical components: the “programmer” or “designer.” 
Then there is the role of the operator of the robot, who instructs 
it to carry out certain actions. You also have a person who is the 
legal owner of the robot. All those three roles could be fulfilled 
by one or by different people. When referring to “people behind 
the robot,” I mean the collective of programmers or designers, 
operators and owners.

How Can a Robot Satisfy the Conditions of 
Criminal Liability?

The criminal law system was originally designed around 
humans. However, the pragmatic legal system of the United States 
has already integrated acts of legal persons, such as corporations. 
This implies that criminal liability is not limited to humans, but can 
also be applied to nonhuman entities.12 Could a robot, as defined 
herein, be held liable for a criminal offense?
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There are several criminal liability models that can be applicable 
in the context of robots, depending on their level of autonomy.13 
One is the perpetrator-via-another model, wherein the robot is used 
as an instrument by the perpetrator. The robot completely depends 
on the programmer, operator, or owner, who has criminal intent. 
This model will not be used in this article, because here the robot 
is innocent and therefore not the subject of punishment. 

A second approach is the natural-probable-consequence model. 
In these instances, the offense is a natural and probable consequence 
of the robot’s conduct. The programmer, operator, or owner could 
have reasonably foreseen the criminal conduct of the robot. How-
ever, the person has been negligent in preventing that conduct and 
therefore he or she can be held accountable. This theory applies 
both in the situation when the person had no criminal intent but 
was negligent, and to the situation where a person had criminal 
intent for one offense, but the robot instead or additionally com-
mitted another. If the robot was not just an innocent agent it can 
also be held liable (together with the programmer, owner, or opera-
tor). The third model, which is most relevant for this article, is the 
direct liability model. 

To be able to impose criminal liability on any person or kind of 
entity, two components of a crime have to be proven: actus reus and 
mens rea.14 To hold a robot criminally liable for an offense under 
this model, we need to look into how robots can satisfy those two 
requirements.

Actus Reus

Actus reus is most commonly interpreted as the conduct and 
the harmful result of a criminal offense.15 It is expressed by acts 
or omissions.16 It is not difficult to see how a robot can satisfy this 
component, since the robot can act—or fail to act—in the physical 
world. A self-driving car running someone over, thereby injuring 
or killing that person, satisfies the actus reus requirement.

Mens Rea

The mens rea requirement is the mental element of the crime, 
the criminal intent. This is more challenging to prove in the context 
of robots. It is useful to look at how mens rea is approached in the 
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context of a corporation, since this is also a non-human entity that 
can accrue liability under criminal law. 

The intentional stance approach is one of the approaches used to 
attribute a psychological state to a corporation. That approach treats 
a corporation as if it is capable of having mental states. Following 
this approach, corporations have a unique culture, character or 
ethos, which can create the possibility of corporate wrongdoing.17 
The highly developed robots discussed in this article can have 
such complicated decision-making systems that it is not feasible 
to determine the reasons for the robot’s action by questioning the 
people programming that robot. Even the programmers might not 
know precisely how they work. Therefore, it could be more useful 
to treat them as rational agents and try to find an explanation for 
the robot’s actions. This can lead to the best interpretation and 
prediction of that objects behavior.18

Which mental state is needed to satisfy the mens rea require-
ment depends on the crime.19 Either knowledge, (specific) intent, 
or negligence needs to be proven. Or none, if it is a strict liability 
offense.20 The definition of knowledge used by Gabriel Hallevy is 
“sensory reception of factual data and the understanding of that 
data.”21 Robots are capable of attaining and processing such knowl-
edge: a self-driving car will receive information through its sensors 
about a pedestrian crossing the street, algorithms will process and 
analyze this data and the car will hit the break. 

Specific intent implies the necessity of a purpose or an aim 
that a factual event will occur. Robots as defined in this article, 
are capable of goal-driven behavior: they are capable of executing 
action A to reach goal B. Therefore, a robot is capable of such intent. 
To prove intent when it comes to humans, we try to determine 
the purpose for acting or if that person knew or could have been 
reasonably expected to know that the result was almost certainly 
going to occur. We are not able to look into a person’s mind, so 
rather we will look at circumstances and ask witnesses about facts 
or observations. Based on such factors, we try to show the person 
intended to reach a certain aim. Without a confession it is difficult 
to prove an internal state of mind.22 However, in the case of a robot, 
this is arguably easier. We may be able to look into its “black box” 
in which we can see for what reason a robot executed an action.23 
Robots are still in development, with the example of self-driving 
cars, in which certain morals are being programmed so that they 
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can make ethical decisions. This will allow intelligent robots to 
engage in moral reasoning.24

There are some crimes that require more, such as race- or 
gender-based crimes, where the element of “hatred” is required. 
For that small category of crimes, a robot is most likely not able 
to satisfy the requirements. However, this is for a minor amount 
of offenses. Since actus reus and mens rea are the only criteria for 
criminal liability and those can, in most situations, be satisfied by 
the highly autonomous robots, this leads to the conclusion that 
robots can be criminally liable for their acts and punishment can 
accordingly be imposed for such criminal conduct.

What is Meant by “Punishment” in Criminal Law?

Definition 

Punishment can be described as having the following features:

 1. It is being performed by, and directed at, agents who are 
responsible in some sense;

 2. It involves deliberate harmful or unpleasant consequences;
 3. Generally those harmful consequences are preceded by a 

conviction;
 4. It is imposed by someone who has authority to do so;
 5. It is imposed for a breach of an established rule of behavior;
 6. It is imposed on an actual or supposed violator of that 

rule.25

When looking at the definition, most features are not at all 
problematic in the context of robots and can be easily satisfied. 
The “harmful or unpleasant consequences” do deserve attention 
in the context of robots. This will be further discussed hereafter.

Ratio

There are two important theories used to justify punishment. 
The first approach is utilitarian, which has been the dominant 
theory in American jurisprudence over the last century. According 
to utilitarians, punishment is justified because of the useful pur-
poses that it serves. The justification of the punishment is based 
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on supposed benefits that will accrue from its imposition.26 It is 
about the positive consequences that punishment has, such as the 
protection of the values of criminal law. 

According to the second theory, retributivism, punishment is 
justified because people deserve it. Offenders should be punished 
in a way proportionate to their wrongdoing; an eye for an eye. 
Punishment is intrinsically good, and necessary in a justice system, 
irrespective of its extrinsic benefits or its instrumental benefits.27 
In a human context, often both theories are relevant to warrant 
punishment.28

Humans are very sensitive to retributive considerations. 
Naturally, people often follow this logic in their behavior.29 If we 
could satisfy all the utilitarian aims without the offender having 
any kind of unpleasant experience, many people feel like that is 
insufficient. One of the reasons why punishment should involve 
deliberate harmful or unpleasant consequences is to satisfy those 
human psychological desires of having an offender suffer in some 
way. It depends on the circumstances and on the person if such 
satisfaction is actually realized. Second, the fact that punishment 
is unpleasant is also why it is effective in protecting many values 
of criminal law. Therefore, it is important to address this in a robot 
context: in what way could a robot’s experience be of punishment 
be “unpleasant”?

It is difficult to imagine how a robot would have an unpleasant 
experience, because generally people are of the view that a robot 
cannot “feel.”30 However, that issue can be overcome. According 
to Ying Hu, an experience can be unpleasant for a robot; “if we 
treat the algorithms of a smart robot as a collective consisting of 
individuals that are capable of influencing the content of those 
algorithms, then an imposition qualifies as punishment if it is con-
sidered unpleasant by at least some members of that collective.”31 
This approach implies that punishment is unpleasant for a robot, 
if it is experienced as such by the people behind the robot.

This seems like a useful way of addressing this concept. No 
matter how autonomous the robot is, we cannot—and should not—
ignore the people behind it. The way we treat robots will inevitably 
also have an effect on programmers, operators, and/or owners. 
With the imposition of punishment, this is an important factor to 
keep in mind. In this way, punishing a robot will indirectly be an 
unpleasant experience for the people behind the robot. 
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Which Values Does Criminal Law Try to  
Protect?

Values of Criminal Law

Criminal law generally has the function of preserving social 
order for the benefit and welfare of society.32 From a utilitarian 
standpoint, the most important advantageous consequences that 
can be realized by punishment for a criminal offense are general 
deterrence, individual deterrence, incapacitation, or other forms of 
risk management, and reform.33 Additionally, retributivists think 
punishment should be imposed as “payback,” as retribution.34

General Deterrence

The theory of general deterrence articulates the thought that 
when you know that if you commit a crime, you will be punished, 
it is less likely that you will do so. The negative consequences—the 
threat of punishment—following a crime deters people from com-
mitting crimes. When people see that others who have committed 
a crime receive punishment, this has a general deterrent effect. 
According to Jeremy Bentham, the philosopher behind the theory 
of utilitarianism, a rational person would see that the benefits that 
came from a crime would be outweighed by the harm from the 
punishment.35

Individual Deterrence

The effect of individual deterrence follows the logic that if a 
person is punished for a crime, that same person is less likely to 
commit another crime. The offender is discouraged to engage in 
other criminal activity. The negative effects of the punishment 
should outweigh the positive effects of the crime. If an offender has 
been punished for one crime and after commits another crime, it 
can be justified to imply a more harsh punishment, since the first 
punishment did not reach the desired effect.36

Incapacitation and Other Forms of Risk Management

If an offender is put in prison, he cannot commit another crime 
for the time he is incarcerated. If an offender is charged with the 
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death penalty, he will not be able to ever commit another crime 
after that punishment has been executed. Also, modes of punish-
ment such as probation or parole, which can be combined with 
additional requirements or prohibitions can help manage risks. 
Examples of such additional requirements or prohibitions are 
random drug testing, prohibition on alcohol use, or possession 
of firearms.37

Reform

Being punished for an offense can have the effect of making 
the offender a “better person.” The punishment itself can have the 
effect of making the offender realize that he acted wrongfully. It 
usually will be necessary to do more than just punish an offender 
to actually make sure this person will not engage in misconduct 
in the future. Examples of additional measures are rehabilitation 
such as psychotherapy or medication. Also, training programs or 
education offered with the goal to provide better alternatives to 
crime can be effective.38 

Retribution

Retribution simply means that offenders get what they deserve. 
Punishment for the fact that they committed a crime.

Restitution

Restitution is a compensation for the committed offense; for 
example, through monetary compensation, restitution in kind, or 
moral compensation.

The Protection of the Values of Criminal Law Through 
Punishment

When a sentence is imposed by a judge, objectives to consider 
are the protection of society, punishment of the defendant for 
committing a crime, encouragement for the defendant to lead a 
law-abiding life, deterring others, isolating the defendant to prevent 
them from committing other crimes, securing of restitution for the 
victim, and seeking uniformity in sentencing.39
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Capital Punishment

Capital punishment, or the death sentence, is the deprivation 
of one’s right to life.40 This permanently prevents a person from 
ever committing any other crime and therefore makes recidivism 
impossible.41

It therefore has an individual and in theory, a general deterrent 
effect. Additionally, it eliminates the risk the offender was posing 
and protects the value of retribution.

Imprisonment

Imprisonment is the general term used to signify the depriva-
tion of human liberty, severe limitations on human free behavior, 
freedom of movement, and freedom to manage one’s personal life.42 
Incarceration is an unpleasant experience for a human being. This 
has an individual and general deterrent effect. Also it manages the 
risk of an offender committing another crime for the time he or 
she is locked up. Prisons generally also have the goal of rehabilita-
tion, but the effectiveness depends on the program in place. It also 
works into the goal of retribution.

Suspended Sentencing 

Suspended sentencing comes in two forms. Either the imposi-
tion or the enforcement of the sentence can be suspended.43 If a 
certain type of crime is committed nonetheless, the person will 
be sentenced to imprisonment for the first offense in addition to 
sentencing for the second offense. The threat of imprisonment 
is meant to have an increased deterrent effect on offenders. This 
discourages recidivism.44 It can also have the effect of risk man-
agement, because suspended sentencing can come with additional 
obligations, such as random drug testing.45 

Fine

In criminal law, fines are imposed on humans instead of or in 
conjunction with another punishment, such as imprisonment or 
suspended sentencing.46 A fine constitutes deprivation of someone’s 
property and can be monetary or forfeiture. It also protects the 
value of retribution, restitution, and has a general and individual 
deterrent effect.47
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Community Service

Community service makes it mandatory for a human being 
to contribute labor to the community. This can also be imposed 
instead of a fine or imprisonment.48 This should have a general and 
individual deterrent effect. It is also retributive and can contribute 
to the effect of reform.49 

How Can Punishment Be Applied to Robots to 
Effectively Protect the Values of Criminal Law?

Keeping in mind the values that the system of criminal law is 
trying to protect, what would be the best way to translate the human 
punishments to the robot context?

Capital Punishment

For a human, the death sentence means that a person will never 
be able to engage in any kind of misconduct after the sentence is 
carried out. The main goal of capital punishment is deterrence. 
Recidivism of the individual will be impossible and because of the 
graveness of this punishment, there are good reasons to believe it 
will also generally deter. 

Translated to a robot context, it might depend on the specifics 
of the robot if it will be necessary for it to be physically destroyed. 
If the software controlling the robot can be deleted, this will have 
the same individual deterrent effect. With completely new software, 
the danger of recidivism has been overcome and risks are man-
aged. The general deterrent effect here comes from the negative 
consequences on the people behind the robot. If your self-driving 
car kills a person and capital punishment is imposed, the car will 
either be destroyed or you will be left with the car without any 
software controlling it. Either way, you will have to buy a new car 
or a new software package. This results in unhappy customers, 
negative attention, and declining sales. The designers of this car 
will most likely be forced to take the car off the market to man-
age the risks, until they have improved the software to guarantee 
this will not happen again. This will result in substantial financial 
losses. This is an example wherein the people behind the robot 
cannot be ignored.
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Installing new software protects the value of reform. A robot 
can be reactivated and put to use, since the original risks are elimi-
nated. Either the physical destruction of the car, or the negative 
(financial) effects of people that have programmed, operated, or 
owned this car can protect the value of retribution.

Imprisonment 

For humans, the general and individual deterrent effect of 
incarceration comes from the unpleasant experience. If we put a 
robot in jail what would the effect be? A robot is deprived of its 
liberties and its freedom, when it cannot act anymore in the area 
for which it is designed. In that way, imprisonment of a robot could 
also mean that it is deactivated for a certain period of time.50 If a 
robot is just put in a cell without any other additional measures, 
this is a form of risk management. 

Is this unpleasant for a robot? Putting a robot in prison would 
have an unpleasant effect on its programmers, operators, or owners. 
Because of the way unpleasantness is approached in this context, 
this punishment can be seen as unpleasant for a robot. If a robot 
is put in a cell or deactivated, the people behind the robot are no 
longer able to utilize it. For a designer, that could be an incentive 
to program a robot or change its algorithm to make sure they will 
not engage in this misconduct again. The imprisonment can dis-
courage the operator or owner to steer a robot toward misconduct.

Also, an owner who has purchased a robot that is later deacti-
vated for a certain amount of time because of its misconduct will not 
be happy. When it turns out certain types robots are likely to engage 
in misconduct, sales are likely to drop, which will again incentivize 
designers to make sure their robots comply to legal rules.

However, since all values can be most effectively protected 
through some form of reprogramming, it is not logical to waste 
time and resources on a “robo-jail,” but rather have an obligation 
to keep the robot deactivated until it is fully reprogrammed. To 
deter a robot from repeating misconduct, reprogramming will be 
enough for individual deterrence. General deterrence will be secured 
through the unpleasant effects that it has on programmers, owners, 
or operators when their robot cannot be put to use anymore. This 
will provide for incentives to not design or buy robots anymore that 
engage in misconduct. The market will play a role in the protection 
of criminal law values. 
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Reform is also a goal of imprisonment. You want to make sure 
that when prisoners regain their freedom, they will be better people 
who will not commit any other crimes. To reform a robot you do 
not need extensive programs or therapy. We have the opportu-
nity to reform robots in a much more efficient and quicker way, 
without having to use resources to the same extent as you would 
with a person in prison, and with much more certainty of reform. 
Reprogramming seems like an effective way to protect the value 
of reform. Retribution is realized here through the negative conse-
quences that this punishment for the people behind it.

Suspended Sentence

When a suspended sentence is imposed on humans, it is reg-
istered in the legal records. Nothing else happens until a second 
offense is committed. This has an increased deterrent effect on 
humans. To the contrary, a robot will not be aware of the aggra-
vated consequences of specific misconduct. However, the people 
behind the robot will be. Programmers will be incentivized to start 
working on improving the robot to avoid the possible misconduct. 
Operators will want to avoid the negative consequences. Suspended 
punishment can have the effect of not only individual deterrence, 
but also general deterrence, when the improved software will be 
updated on all the robots that are running on it. 

Fine

In criminal law, fines are imposed on humans instead of or in 
conjunction with another punishment, such as imprisonment or 
suspended sentencing. It has the goal of individual and general 
deterrence. 

How does a robot pay a fine? It does not have a bank account 
or otherwise suffer monetary harm. If it is insured, fines can be 
paid out of the insurance fund.51 This has negative consequences 
for the people behind the robot paying for this insurance, since 
their fee can rise. It is not unlikely that people will be less satisfied 
with their purchase of this robot because of the additional costs 
that they might not have foreseen. Sales can drop and program-
mers are again incentivized to improve and reform their robot. This 
is a general deterrent and, assuming the software controlling the 



276 The Journal of Robotics, Artificial Intelligence & Law [2:263

specific robot that has committed the offense will also be updated, 
also individually deterring. Depending on the severity of the mis-
conduct, it may be necessary that the robot itself, and other robots 
running on the same software, will not be activated until they have 
been reprogrammed to manage the risks. The unpleasant effects of 
time, effort, rising insurance fees, and people not being able to use 
their robot, protects the value of retribution. 

What if a robot is not insured? If a human being cannot pay a 
fine, another penalty can be imposed on them instead. In the same 
way, if a robot is not insured, a fine could be substituted for another 
punishment. Examples of substitutions are imprisonment, proba-
tion, or community service. As we have seen, those punishments 
will also protect the values that fines protect. 

Community Service

A person who is sentenced to perform community service has 
to work for the benefit of the community for a set amount of hours. 
In the case of a robot, instead of performing its usual tasks, it will 
be used for the benefit of the community. Reprogramming will in 
this case be necessary prior to putting a robot toward the good 
of the community. This is important risk management, otherwise 
there is no guarantee that the robot will not engage in the same 
misconduct.

It will depend on the specific robot if community service is a 
realistic possibility. It is not too hard to imagine how a self-driving 
car could be used in such a way, for example, by driving children 
with disabilities to school. However, with other types of robots it 
might be more difficult to find ways to use them for the commu-
nities’ benefit. 

If a robot is used for the good of the community the program-
mer, operator, or owner will no longer be able to use the robot for 
their own purposes. The benefits that normally go to a private 
individual or to a company will now go to the community. Being 
deprived from using your property freely for your own benefit is 
unwanted. As with the other types of punishment, it will therefore 
incentivize improvements in the technology by the programmers 
and discourage operators steering robots toward misconduct. 
When a robot is not suitable to be deployed for the benefit of the 
community, community service could be replaced, for example, by 
imprisonment (through temporary deactivation) or a fine. 
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What Are the Results of Imposing Punishment  
on Robots?

Punishment can be imposed on robots in ways that effectively 
protect the values of criminal law. Imposing criminal punishment 
on a robot has the effect of creating negative consequences for the 
people behind the robot. This can potentially lead to “regulation 
by design,” because of the incentives to improve robot software 
and ensure its safety.

The negative attention that can come with punishment will 
most likely damage the reputation of the designers. This will lead 
to fewer sales and therefore financial loss. Operators could lose 
their jobs and credibility if they work with robots that are subject 
to criminal punishment. For the owners, if a robot gets deactivated 
or destroyed, they will likely suffer financial loss. Even if financial 
loss will be compensated by insurers or designers, this might not 
be sufficient. Depending on the robot, the data collected, possibly 
after years of interaction, could be difficult to replace. Owners 
might also have to spend time and resources on the investigation 
into the cause of the misconduct of their robot.52 All such reasons 
can be incentives for the people behind the robot to monitor its 
performance and prevent misconduct.

The possible benefits for the designers or programmers who 
create a “robo-criminal” must now be weighed against the negative 
consequences when the robot is punished for criminal conduct. 

The people that mostly carry the negative consequences, spe-
cifically the designers or programmers, are at the same time the 
people that are most capable of improving robots and making them 
safer. The punishments therefore affect the right people. This effect 
could in the future be strengthened if robots are programmed to 
adjust their behavior in response to the punishment of other robots. 
If robots can be interconnected in some way, punishing one robot 
could have a general deterrent effect. Robots would “learn” from 
each other’s mistakes.53

The negative consequences that punishment has on the people 
behind the robot leads to a positive effect on the community as 
a whole. Robots are reformed into better versions through repro-
gramming. In the meantime, robots can be deactivated to prevent 
them from constituting any risks. 

The punishment can be justified from a utilitarian standpoint 
because of the benefit that it provides to the community. The 
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unpleasant or negative effects that the punishment of the robot 
has on the programmers, owners, and operators of the robot, can 
satisfy the human need for some form of retribution.

Conclusion

There is much debate about the desirability of holding robots 
criminally liable. Legally, there are convincing arguments that 
robots can and should be liable. Robots are capable of fulfilling the 
requirements of actus reus and mens rea. Punishments designed 
for humans can—where necessary, modified—be imposed on 
robots in a way that protects the values of criminal law. However, 
those desired effects come from the negative consequences that 
the punishment has on the people behind the robot. So who are 
we actually punishing here? The current nature of robots makes it 
impossible to apply traditional criminal punishment in a way that 
has the same direct effects as when punishing humans. This is not 
surprising, because of the undeniable differences between humans 
and robots. As a result of those differences, the desired effects are 
also achieved in a different way. Is that an issue?

Imposing punishments on robots in this way is effective and 
justifiable. Even though the criminal punishment of robots seems 
like a disguised punishment of the people behind that robot, it is 
arguably beneficial for society to do so. By classifying a robot as an 
appropriate subject of criminal liability, we bridge the liability gap 
(and impunity) that develops when robots have such a high level of 
autonomy that we can no longer point a finger at the people behind 
the robot. This way, we solve the legal issue of criminal liability in 
the context of robots and simultaneously impose punishment in 
a way that affects the right people and as such protects the values 
of criminal law.
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